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## More examples:

(4) Algebraic Geometry (one of the central objects of study, schemes, are sheaves of rings, thus connecting geometry, topology, and commutative algebra).
(5) Functional Analysis (commutative $C^{*}$-algebras are the algebras of continuous complex-valued functions on compact Hausdorff spaces).
(6) Logic (the study of Lindenbaum algebras of different logical systems through their spectra provides connection between logic, algebra, lattice theory, and topology).
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Felix Hausdorff (1862-1942)
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Definition: A topological space is a pair $(X, \tau)$, where $\tau$ is a collection of subsets of $X$ closed under arbitrary unions and finite intersections.

## Notes:

(1) Elements of $\tau$ are referred to as open sets.
(2) It is easy to see that $\varnothing, X$ are open.
(3) In general, an arbitrary intersection of opens may not be open.
(4) Nevertheless, there exists the largest open set contained in the intersection.

A map $f: X \rightarrow Y$ between topological spaces is continuous if $f^{-1}(U)$ is open in $X$ for each open $U$ in $Y$.

It is easy to verify that topological spaces and continuous maps between them form a category, which we denote by Top.
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Garrett Birkhoff (1911-1996)

Lattices

## Lattices

Definition: A lattice is a partially ordered set $P$ such that the suprema and infima exist for all two-element subsets of $P$.

## Lattices

Definition: A lattice is a partially ordered set $P$ such that the suprema and infima exist for all two-element subsets of $P$.

Notes:

## Lattices

Definition: A lattice is a partially ordered set $P$ such that the suprema and infima exist for all two-element subsets of $P$.

## Notes:

(1) For two elements $a, b$, we denote the supremum of $\{a, b\}$ by $a \vee b$, and the infimum by $a \wedge b$.

## Lattices

Definition: A lattice is a partially ordered set $P$ such that the suprema and infima exist for all two-element subsets of $P$.

## Notes:

(1) For two elements $a, b$, we denote the supremum of $\{a, b\}$ by $a \vee b$, and the infimum by $a \wedge b$.
(2) A lattice is called bounded if it has a least element, denoted 0 , and a greatest element, denoted 1.

## Lattices

Definition: A lattice is a partially ordered set $P$ such that the suprema and infima exist for all two-element subsets of $P$.

## Notes:

(1) For two elements $a, b$, we denote the supremum of $\{a, b\}$ by $a \vee b$, and the infimum by $a \wedge b$.
(2) A lattice is called bounded if it has a least element, denoted 0 , and a greatest element, denoted 1.
(3) A lattice is called complete if the suprema and infima exist for all subsets.

## Lattices

Definition: A lattice is a partially ordered set $P$ such that the suprema and infima exist for all two-element subsets of $P$.

## Notes:

(1) For two elements $a, b$, we denote the supremum of $\{a, b\}$ by $a \vee b$, and the infimum by $a \wedge b$.
(2) A lattice is called bounded if it has a least element, denoted 0 , and a greatest element, denoted 1.
(3) A lattice is called complete if the suprema and infima exist for all subsets. Each complete lattice is bounded.

## Lattices

Definition: A lattice is a partially ordered set $P$ such that the suprema and infima exist for all two-element subsets of $P$.

## Notes:

(1) For two elements $a, b$, we denote the supremum of $\{a, b\}$ by $a \vee b$, and the infimum by $a \wedge b$.
(2) A lattice is called bounded if it has a least element, denoted 0 , and a greatest element, denoted 1.
(3) A lattice is called complete if the suprema and infima exist for all subsets. Each complete lattice is bounded.
(9) For a subset $S$, we denote the supremum of $S$ by $\bigvee S$, and the infimum by $\wedge S$.

## Lattices

Definition: A lattice is a partially ordered set $P$ such that the suprema and infima exist for all two-element subsets of $P$.

## Notes:

(1) For two elements $a, b$, we denote the supremum of $\{a, b\}$ by $a \vee b$, and the infimum by $a \wedge b$.
(2) A lattice is called bounded if it has a least element, denoted 0 , and a greatest element, denoted 1.
(3) A lattice is called complete if the suprema and infima exist for all subsets. Each complete lattice is bounded.
(4) For a subset $S$, we denote the supremum of $S$ by $\bigvee S$, and the infimum by $\wedge S$.
(5) For a lattice to be complete it is sufficient for $\bigvee S$ to exist for all subsets $S$.

## Lattices

Definition: A lattice is a partially ordered set $P$ such that the suprema and infima exist for all two-element subsets of $P$.

## Notes:

(1) For two elements $a, b$, we denote the supremum of $\{a, b\}$ by $a \vee b$, and the infimum by $a \wedge b$.
(2) A lattice is called bounded if it has a least element, denoted 0 , and a greatest element, denoted 1.
(3) A lattice is called complete if the suprema and infima exist for all subsets. Each complete lattice is bounded.
(4) For a subset $S$, we denote the supremum of $S$ by $\bigvee S$, and the infimum by $\wedge S$.
(5) For a lattice to be complete it is sufficient for $\bigvee S$ to exist for all subsets $S$. Similarly, it is sufficient for $\bigwedge S$ to exist for all subsets $S$.

## Algebraic presentation of lattices

## Algebraic presentation of lattices

Lattices can alternatively be described as algebras $(L, \vee, \wedge)$, where $\vee, \wedge: L^{2} \rightarrow L$ are two binary operations on $L$ satisfying

## Algebraic presentation of lattices

Lattices can alternatively be described as algebras $(L, \vee, \wedge)$, where $\vee, \wedge: L^{2} \rightarrow L$ are two binary operations on $L$ satisfying
(1) $a \vee b=b \vee a$ and $a \wedge b=b \wedge a$ (commutative).

## Algebraic presentation of lattices

Lattices can alternatively be described as algebras $(L, \vee, \wedge)$, where $\vee, \wedge: L^{2} \rightarrow L$ are two binary operations on $L$ satisfying
(1) $a \vee b=b \vee a$ and $a \wedge b=b \wedge a$ (commutative).
(2) $a \vee(b \vee c)=(a \vee b) \vee c$ and $a \wedge(b \wedge c)=(a \wedge b) \wedge c$ (associative).

## Algebraic presentation of lattices

Lattices can alternatively be described as algebras $(L, \vee, \wedge)$, where $\vee, \wedge: L^{2} \rightarrow L$ are two binary operations on $L$ satisfying
(1) $a \vee b=b \vee a$ and $a \wedge b=b \wedge a$ (commutative).
(2) $a \vee(b \vee c)=(a \vee b) \vee c$ and $a \wedge(b \wedge c)=(a \wedge b) \wedge c$ (associative).
(3) $a \vee a=a$ and $a=a \wedge a$ (idempotent).

## Algebraic presentation of lattices

Lattices can alternatively be described as algebras $(L, \vee, \wedge)$, where $\vee, \wedge: L^{2} \rightarrow L$ are two binary operations on $L$ satisfying
(1) $a \vee b=b \vee a$ and $a \wedge b=b \wedge a$ (commutative).
(2) $a \vee(b \vee c)=(a \vee b) \vee c$ and $a \wedge(b \wedge c)=(a \wedge b) \wedge c$ (associative).
(3) $a \vee a=a$ and $a=a \wedge a$ (idempotent).
(4) $a \vee(a \wedge b)=a$ and $a \wedge(a \vee b)=a$ (absorbtion).

## Algebraic presentation of lattices

Lattices can alternatively be described as algebras $(L, \vee, \wedge)$, where $\vee, \wedge: L^{2} \rightarrow L$ are two binary operations on $L$ satisfying
(1) $a \vee b=b \vee a$ and $a \wedge b=b \wedge a$ (commutative).
(2) $a \vee(b \vee c)=(a \vee b) \vee c$ and $a \wedge(b \wedge c)=(a \wedge b) \wedge c$ (associative).
(3) $a \vee a=a$ and $a=a \wedge a$ (idempotent).
(4) $a \vee(a \wedge b)=a$ and $a \wedge(a \vee b)=a$ (absorbtion).

The partial order on $L$ is given by $a \leqslant b$ iff $a=a \wedge b$

## Algebraic presentation of lattices

Lattices can alternatively be described as algebras $(L, \vee, \wedge)$, where $\vee, \wedge: L^{2} \rightarrow L$ are two binary operations on $L$ satisfying
(1) $a \vee b=b \vee a$ and $a \wedge b=b \wedge a$ (commutative).
(2) $a \vee(b \vee c)=(a \vee b) \vee c$ and $a \wedge(b \wedge c)=(a \wedge b) \wedge c$ (associative).
(3) $a \vee a=a$ and $a=a \wedge a$ (idempotent).
(4) $a \vee(a \wedge b)=a$ and $a \wedge(a \vee b)=a$ (absorbtion).

The partial order on $L$ is given by $a \leqslant b$ iff $a=a \wedge b$
(equivalently, $a \leqslant b$ iff $a \vee b=b$ ),

## Algebraic presentation of lattices

Lattices can alternatively be described as algebras $(L, \vee, \wedge)$, where $\vee, \wedge: L^{2} \rightarrow L$ are two binary operations on $L$ satisfying
(1) $a \vee b=b \vee a$ and $a \wedge b=b \wedge a$ (commutative).
(2) $a \vee(b \vee c)=(a \vee b) \vee c$ and $a \wedge(b \wedge c)=(a \wedge b) \wedge c$ (associative).
(3) $a \vee a=a$ and $a=a \wedge a$ (idempotent).
(4) $a \vee(a \wedge b)=a$ and $a \wedge(a \vee b)=a$ (absorbtion).

The partial order on $L$ is given by $a \leqslant b$ iff $a=a \wedge b$
(equivalently, $a \leqslant b$ iff $a \vee b=b$ ), and $a \vee b$ is the supremum and $a \wedge b$ is the infimum of $\{a, b\}$.

## Algebraic presentation of lattices

Lattices can alternatively be described as algebras $(L, \vee, \wedge)$, where $\vee, \wedge: L^{2} \rightarrow L$ are two binary operations on $L$ satisfying
(1) $a \vee b=b \vee a$ and $a \wedge b=b \wedge a$ (commutative).
(2) $a \vee(b \vee c)=(a \vee b) \vee c$ and $a \wedge(b \wedge c)=(a \wedge b) \wedge c$ (associative).
(3) $a \vee a=a$ and $a=a \wedge a$ (idempotent).
(4) $a \vee(a \wedge b)=a$ and $a \wedge(a \vee b)=a$ (absorbtion).

The partial order on $L$ is given by $a \leqslant b$ iff $a=a \wedge b$ (equivalently, $a \leqslant b$ iff $a \vee b=b$ ), and $a \vee b$ is the supremum and $a \wedge b$ is the infimum of $\{a, b\}$.

Bounded lattices have two additional constants 0,1 satisfying $0 \wedge a=0$ and $a \vee 1=1$.
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## Infinite distributive laws

Definition: Let $L$ be a complete lattice.
(1) $L$ satisfies the join infinite distributive law (JID) if $a \wedge \bigvee S=\bigvee\{a \wedge s \mid s \in S\}$.
(2) $L$ satisfies the meet infinite distributive law (MID) if $a \vee \bigwedge S=\bigwedge\{a \vee s \mid s \in S\}$.

Unlike the finite distributive laws, JID and MID are not equivalent!
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If $f: X \rightarrow Y$ is a continuous map, then $f^{-1}: \tau_{Y} \rightarrow \tau_{X}$ is a frame homomorphism.

This defines a contravariant functor $\Omega:$ Top $\rightarrow$ Frm. The functor sends a topological space $X$ to the frame $\Omega(X)$ of opens of $X$, and a continuous map $f: X \rightarrow Y$ to $f^{-1}: \Omega(Y) \rightarrow \Omega(X)$.

But how do we go back? In other words, how do we associate a topological space with a frame?
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But $\Omega(\{x\}) \cong \mathbf{2}$, where $2=\{0,1\}$ is the two-element frame. Thus, a point of $X$ can be identified with a frame homomorphism $\Omega(X) \rightarrow \mathbf{2}$.

Definition: A point of a frame $L$ is a frame homomorphism $p: L \rightarrow \mathbf{2}$.
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Definition: Call $X$ sober if $\varepsilon$ is a bijection.
A closed set $F$ is (join) irreducible if $F=G_{1} \cup G_{2}$, with $G_{1}, G_{2}$ closed, implies $F=G_{1}$ or $F=G_{2}$.

Theorem: A space $X$ is sober iff each closed irreducible set $F$ is the closure of a unique point (called the generic point of $F$ ).

Proof sketch: Points of $\Omega X$ correspond to meet prime elements of $\Omega X$. Meet primes of $\Omega X$ correspond to irreducible closed sets. Thus, $\varepsilon$ is a bijection iff each irreducible closed set has the generic point.
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Definition: Call $L$ spatial if $O$ is a bijection.

Theorem: $L$ is spatial iff
$(\forall a, b \in L)(a \nless b \Rightarrow \exists p \in p t L: p(a)=1$ and $p(b)=0)$.

Proof sketch: $O$ is always onto. The above condition is equivalent to $O$ being 1-1.
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The bridges establish perfect balance between sober spaces and spatial frames.

How can we utilize this framework? In particular, how can it be used in Logic?
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For $S \subseteq B$, let $I(S)$ be the ideal generated by $S$. Then $a \in I(S)$ iff $\exists s_{1}, \ldots, s_{n} \in S$ such that $a \leqslant s_{1} \vee \cdots \vee s_{n}$.

Let $\Im(B)$ be the poset of ideals of $B$ ordered by inclusion.

Claim 1: $\Im(B)$ is a complete lattice.

Proof: It is sufficient to observe that $\left\{I_{\alpha}\right\} \subseteq \Im(B)$ implies $\bigcap_{\alpha} I_{\alpha} \in \mathfrak{I}(B)$.
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